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= Github course page https://uva-slpl.github.io/nlp2/
= Syllabus
= Slides
= Reading material
= Projects
= Posts
= Grading

= Report in groups of 3
» Project 1 50%
» Project 2 50%

= Lab starts April 10th check out the Posts for more info.
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Natural Language Processing

What is NLP?

= Goal understanding of language
Not only string or keyword matching
= End systems
= Classification: Text categorization, sentiment classification
= Generation: Question answering, Machine Translation

= Computational methods to learn more about how language works
(Computational Linguistics)
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Natural language inference

= Textual entailment is defined as a directional relation between pairs of
text expressions, the T Text, and the H Hypothesis.

= Systems decide for each entailment pair whether T entails H or not.

|
T: The purchase of Houston-based LexCorp by BMI for $2Bn prompted
widespread sell-offs by traders as they sought to minimize exposure.

H: BMI acquired an American company.



Natural Language Processing

Natural language inference

Prediction

Softmax Softmax
Average&Max W Root&Average&Max

Inference Composition

Premise
Hypothesis

Local Inference Modeling

100010 1000010

Premise Premise

Hypothesis
Hypothesis

Input Encoding

Premise
Hypothesis

BiLSTM Input Tree-LSTM

%[Chen et al., 2016]



atural Language Processin

Machine translation

Englsh
© Englsh

Where is the train station?

© Spanish

¢Dénde esté la estacion de tren?

[m]

Input sentence:

F eI R R
STPERHIEAN, [
MFEAIRIE BRHT
PR ERFREY

E:

°[Bahdanau et al., 2015]

Translation (PBMT):

Li Kegiang premier
added this line to start
the annual dialogue
mechanism with the
Canadian Prime Minister
Trudeau two prime
ministers held its first
annual session

Translation (GNMT):

Li Kegiang will start the
annual dialogue
mechanism with Prime
Minister Trudeau of
Canada and hold the first
annual dialogue between
the two premiers.
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Machine translation

Encoder

Decoder

& |— e |—| ez |—| &3 |— es |—| e |—| es

do e d; — dz — da

K<<l I> ] =]+



atural Language Processin

Question answering

Task 1

Story

john went to the kitchen An swer

daniel travelled to the kitchen

sandra journeyed to the kitchen garden

john went to the bedroom

‘mary went to the bedroom .

sandra went back to the bedroom Confidence

john journeyed to the garden

Gl v bk 0 o e

Question

where s john Correct answer

garden

Somenca. Hop 1 Hop2 Hop3
ot thtcran oo oom 0o
[ — oo oom oo
sancr journaye o o ki oo o 0o
oo o s becroom o025 oom 00
iyt ot bacroom oo oom 0o
sarcra wont bk ot bocoo o0 oom 0o
t—— e
Cani et ack to thabecroom oo oom 0o

O[Merity, 2015]
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Natural Language Processing

Question answering

Story Query

Words
Word Vectors
RNN

Merged output (story | query) |




Natural Language Processing

Sentiment classification

k=
15
£
%
7] trust funflna”y
surprise
sadness true
goodness
positive > safe
. friendc =@ art .
negatve et 38 ot excited pretty
i & o music Eoudbonts — share
Joy football SOMeN s ccessfulwonderful
fear orresources shave tree
eeling
disgust teach *50%. dispy fﬁ)u nd
I exce
anticipation hope e
anger excelent  beautiful animated
IMprovesimplify
Aug 28 Sep 04 c:(gwﬁdence
Tweet Date
0
https:

//wuw.edgarsdatalab.com/2017/09/04/sentiment-analysis-using-tidytext/
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Natural Language Processing

Sentiment classification

O[Tai et al., 2015]
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Natural Language Processing

Graphical Models

11/30
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Natural Language Processing

Supervised learning

= We have data inputs X = (z1,...,x,), and the corresponding

outputs Y = (y1,...,yn)
generated by some unknown procedure

= which we assume can be captured by a probabilistic model
with known probability (mass/density) function e.g.

p(ylz,0) = Cat(ylf(z;0)), (1)

= y outputs computed by mapping from the input to the class
probabilities with a neural network f parameterised by 6

= Goal estimate parameters that assign maximum likelihood to
observations

12 /30



Natural Language Processing

Supervised learning

X y
Parsing Sentence Syntactic tree
Machine translation Source Target translation
NLI Text and Hypohtesis Entailment relation

13/30



Natural Language Processing

Supervised learning

Dependency: f\mﬁ:

Parts-of-speech: DT NN VBDIN DT JJ NN

The cat sat on a green wall

°[Neubig, 2018]
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Natural Language Processing

Supervised learning

John passes the ball upfield
to Peter; who shoots for the
goal. The shot is deflected by
Mary and the ball goes out
of bounds.

~

°[Neubig, 2018]
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Supervised learning

Supervised Learning

x 0

John passes the ball upfield
to Peter, who shoots for the

goal.The shot is deflected by N

Mary and the ball goes out

John passes the ball upfield
to Peter, who shoots for the
goal.The shot is deflected by
Mary and the ball goes out
of bounds.

>~<

John passes the ball upfield
xer, who shoos for the

goal.The shor is deflected by A~
Mary and the ball goes out
of bounds.

)

\
< =

John passes the ball upfield
o Peter, who shoots for the
goal. The shot is deflected by
Mary and the ball goes out

of bounds.

~ T~

)

°[Neubig, 2018]
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Natural Language Processing

Supervised learning

Supervised Learning John passes the ball upfield
to Peter, who shoots for the
goal. The shot is deflected by

X 0 Mary and the ball goes out
o psses the bl pfld
o P, i thoos o the

of bounds.
goal.The shot is deflected by —_—
Mary and the ball goes out
of bounds.

)V

John passes the ball upfield
to Peter, who shoots for the

I.The shot is deflected by
Mary and the ball goes out
of bounds.

John passes the ball upfield

~ T~

1.The shot is deflected by
Mary and the ball goes out
of bounds.

]
|

°[Neubig, 2018]
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Natural Language Processing

Supervised learning

= Maximum likelihood estimation tells you which loss to optimise (i.e.
negative log-likelihood)

= Automatic differentiation (backprop) chain rule of derivatives:
give a tractable forward pass and get gradients

= Stochastic optimisation powered by backprop general purpose
gradient-based optimisers

18 /30



Natural Language Processing

Maximum likelihood estimation

= Let p(y | 0) be the probability of an observation y and 6 refer to all of

its parameters
Given a dataset y(V, ..., y) of i.i.d. observations,

the log-likelihood function gives us a criterion for parameter
estimation

N N
£y =1og [T p(y™ | 6) = > logp(y™ | 6)  (2)
s=1 s=1

19/30



MLE via gradient-based optimisation

= If the log-likelihood is differentiable and tractable then backprop gives
us the gradient

N
VoL(0 |y M) = Vo Y logp(y™) | 0)
s=1
N ()
=" Vologp(y™ | 0)

s=1

20/30



MLE via gradient-based optimisation

= If the log-likelihood is differentiable and tractable then backprop gives
us the gradient

N
VoL(0 |y M) = Vo Y logp(y™) | 0)

s=1
. 3)
=" Vologp(y™ | 0)
s=1
= and we can update @ in the direction
YV L(0 |y ) (4)

to achieve a local maximum of the likelihood function

20/30
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Natural Language Processing

Latent variable approach

= Because NN models work but they may struggle with:
= lack of training data
= partial supervision

= |ack of inductive bias

21/30



Natural Language Processing

Latent variable approach

Unsupervised Learning ?
_x v v D

=T =
XTI oo
TELT -

?7
=T ?
?

PR

TELT - =T - E

WL L b T o
TERLT B

= T

>

BT e T
TELT -

°[Neubig, 2018]
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Natural Language Processing

Latent variable approach

Unsupervised Learning

_ X

ET-IIE
i
TELTE

Tl aE
pupeg il
TELT @

ET- e
fudhei F TN Y
TELT

0

Y

?
?
?

ET—HIE
MERMELAERS
TELT B

°[Neubig, 2018]
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What is this course?
Lexical alignment

IBM 1 and 2: Models over words and MLE via EM for categorical
distributions

Y 2019-04-04.
. {

Cont. IBM 1 and 2: Models over words and MLE via EM for categorical
distributions
® :,f\ 2019-04-08.

[osrao | Giass matr | sasroun ocing

@ B Bayesian IBM1: Dirichlet priors and posterior inference
|| . 2019-04-11.

® Neural IBM Models
[| . 20190415,

&
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What is this course?

le droit de permis passe donc de $25 a $500

e N T T R

we see the licence fee going up from $25 to $500
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Lexical alignment

IBM 1 and 2: Models over words and MLE via EM for categorical
distributions

Y 2019-04-04.
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Course Topics

What is this course?
Deep generative models for NLP

Probabilistic modelling for NLP
2019-04-18.

= Variational auto-encoders
Iu 2019-04-25.
@

SN

Generative language models
2019-04-28.

Generative models of word representation
2019-05-02.

Decusson
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Course Topics

What is this course?

Generative models for natural language inference and machine
translation
2019-05-06.

Continuous relaxations of discrete variables
2019-05-08.

Dicussan

Discrete latent variable models and generative models for morphology
2019-05-13.

Do

Guest Lecture
TBA. 2019-05-16.

28/30
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Course Topics

Goals

= Go through current literature
= Define probabilistic models

= Start combining probabilistic models and NN architectures

29/30



Course Topics

Next class

= Probabilistic Graphical Models
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Course Topics

Next class

= Probabilistic Graphical Models
= Introduction to Word Alignment

30/30
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