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Introduction Morphology Induction Compounds Morphology and Syntax

Today’s lecture

▶ Introduction
—

▶ Part 1: Morphology induction
▶ Part 2: Morphology and syntax

—
▶ Soft enforcement of agreement constraints in syntactic MT

Georgi, Tom andMaartje
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Translation into morphologically rich languages

English I remembered that Peter saw the dog in the city yesterday

Mir fiel ein, dass Peter gestern in der Stadt den Hund gesehen hatGerman
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Challenges:

▶ Morphological agreement over long distances

▶ Relatively freer word order
▶ Data sparsity
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Translation into morphologically rich languages

▶ Established methods often do not work well
▶ One example: Source-side reordering
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Morphology Induction
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Introduction Morphology Induction Compounds Morphology and Syntax

Word Embeddings Motivation Algorithm Output Application Evaluation Conclusions

Morphology induction from word embeddings

Paper: Unsupervised morphology induction using word embeddings.
Radu Soricut and Franz Och, NAACL 2015.

Question: Can we induce representations of morphology from
representations of words?
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Word Embeddings Motivation Algorithm Output Application Evaluation Conclusions

Word embeddingsWord Embeddings

2

• vocabulary V, embedding function e: V → 𝐑n 

• vector space encodes semantic similarity 

• e(car) ≃ e(automobile), e(car) ≠ e(seahorse) 

• vector space encodes compositionality 

• semantic: e(king) - e(man) + e(woman) ≃ e(queen)  

• syntactic: e(cars) - e(car) + e(fireman) ≃ e(firemen) 

• vector space encodes syntactic/semantic transformations 

• anti+ ≃ e(anticoruption) - e(corruption)

Slides by Radu Soricut
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Word Embeddings Motivation Algorithm Output Application Evaluation Conclusions

Morphology induction from word embeddingsUnsupervised Morphology Induction

Q: What do we want? 

A: We want high-quality embeddings for all words (even ones outside V)

7

unassertiveness (0) 

assertiveness (243) 

assertive (784) 

Slides by Radu Soricut

7/57



Introduction Morphology Induction Compounds Morphology and Syntax

Word Embeddings Motivation Algorithm Output Application Evaluation Conclusions

Morphology induction from word embeddingsUnsupervised Morphology Induction

Q: What do we want? 

A: We want morphology-based transformations that can accurately 
analyze words (even ones unseen at training time)

8

unassertiveness (0) 

assertiveness (243) 

assertive (784) 

un- 

-ness 

Slides by Radu Soricut
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Word Embeddings Motivation Algorithm Output Application Evaluation Conclusions

Algorithm: StepsUnsupervised Morphology Induction: Algorithm

Steps: 

1. From V, extract candidates for morphological rules (prefix & suffix only)

9

stop 
stops 
stopped 
stopping 
stoppage 
stopper 
stopover 
… 
wed 
weds 
… 
wing 

suffix:ε:s

suffix:ε:page

suffix:ed:ing

Slides by Radu Soricut
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Algorithm: StepsUnsupervised Morphology Induction: Algorithm

10

stop 
stops 
stopped 
stopping 
stoppage 
stopper 
stopover 
… 
wed 
weds 
… 
wing 

suffix:ε:s

suffix:ε:page

suffix:ed:ing

Screams 
Screw 
… 
aware 
creams 
crew 
done 
… 
truthful 
unaware 
undone 
untruthful

prefix:S:ε

prefix:un:ε

Steps: 

1. From V, extract candidates for morphological rules (prefix & suffix only)

Slides by Radu Soricut
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Algorithm: StepsUnsupervised Morphology Induction: Algorithm

Steps: 

2.  Query against embedding space: morphology does not shift meaning

11

adored adorned affected …
blamed blitzed blogged …
stayed stepped stopped …
weaned wed wedged whirled

suffix:ed:ing prefix:ε:S

rank(blamed ! blaming)  = 1
rank(stopped ! stopping)= 2
rank(wed ! wing)    = 28609

aura aux ave … 
canned cans car care … 
crape cream creams …
miles mitten mothers …

rank(care ! Scare)  = 57778
rank(cream ! Scream)=  9434
rank(miles ! Smiles)= 18800

Slides by Radu Soricut
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Algorithm: StepsUnsupervised Morphology Induction: Algorithm

Steps: 

2.  Query against embedding space: morphology does not shift meaning 

                                                    

12

unabated unable unabridged…
unaware unbalance unbeaten…
undoing undone undoubted…
untrusted untrustworthy…

prefix:un:ε

rank(unaware ! aware) = 1 
rank(undone ! done) = 129

Slides by Radu Soricut
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Algorithm: StepsUnsupervised Morphology Induction: Algorithm

Steps: 

2.  Query against embedding space: morphology does not shift meaning 

                                                     morphology shifts meaning consistently

13

unabated unable unabridged…
unaware unbalance unbeaten…
undoing undone undoubted…
untrusted untrustworthy…

prefix:un:ε

rank(unaware ! aware) = 0 
rank(undone ! done) = 129

↑un-
clear - unclear 

delivered - undelivered
truthful - untruthful

rank(undone + ↑un- ! done) = 4

Slides by Radu Soricut
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Algorithm: StepsUnsupervised Morphology Induction: Algorithm

Steps: 

3.  Extract candidate rules using embedding-based stats

14

Candidate Rule Direction #Correct #Total Acc10
suffix:h:a ↑Teh 1 449 0.4%
suffix:o:es ↑Tono 7 688 1.0%
prefix:D:W ↑Daring 9 675 1.3%

…

prefix:un:ε ↑undelivered 166 994 23.3%
suffix:ed:ing ↑procured 2138 4714 56.2%

…

suffix:ating:ate ↑formulating 255 395 74.7%
suffix:sed:zed ↑victimised 153 186 90.9%

B
ad

G
oo
d

Slides by Radu Soricut
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Algorithm: StepsUnsupervised Morphology Induction: Algorithm

Steps: 

4.  Use rules to extract lexicalized, weighted morphological transformations

15

Start Rule + Direction = Transformation End Cosine Rank

…

recreations suffix:ions:e + ↑investigations recreate 0.69 1

recreations suffix:tions:te + ↑investigations recreate 0.70 1

recreations suffix:ions:ed + ↑delineations recreated 0.51 29

recreations suffix:ions:ing + ↑reconstruction recreating 0.72 1

…
unaware prefix:un:ε + ↑uncivilized aware 0.77 1

unaware prefix:un:ε + ↑undelivered aware 0.63 7

Slides by Radu Soricut
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Word Embeddings Motivation Algorithm Output Application Evaluation Conclusions

Algorithm: OutputUnsupervised Morphology Induction: Algorithm

Output (I): labeled, weighted, cyclic, directed multigraph GVMorph 
• words are nodes, morphological transformations are (weighted) edges

16Slides by Radu Soricut
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Word Embeddings Motivation Algorithm Output Application Evaluation Conclusions

Algorithm: OutputUnsupervised Morphology Induction: Algorithm

Output (II): labeled, weighted, acyclic, directed graph DVMorph 
• words are nodes, morphological mappings are weighted edges

17

fix-point node

Slides by Radu Soricut
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Word Embeddings Motivation Algorithm Output Application Evaluation Conclusions

ApplicationUnsupervised Morphology Induction: Algorithm

Analyze words outside V 

1.  Train time: extract and count all paths ending in 
a “fix-point” from the directed acyclic graph DVMorph 

• each path is called a “rule sequence”

20

rule sequence count
suffix:s:ε 3119

suffix:ed:ε 687
suffix:ing:ed 412

prefix:un:ε 207
suffix:ness:ε 162

suffix:ness:ly 25
suffix:y:ier,suffix:er:ness 10

prefix:un:ε,suffix:ed:ing 5

Slides by Radu Soricut
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ApplicationUnsupervised Morphology Induction: Algorithm

Analyze words outside V 

2.  Run time: apply each rule sequence in descending order of counts 
• if rule fires, check that result has count > 0 and in-degree > 0 
• stop at first winner

21

rule sequence count
suffix:s:ε 3119

suffix:ed:ε 687
suffix:ing:ed 412

prefix:un:ε 207
suffix:ness:ε 162

suffix:ness:ly 25
suffix:y:ier,suffix:er:ness 10

prefix:un:ε,suffix:ed:ing 5

unassertiveness(0) unassertivenes(0) 

unassertiveness(0) assertiveness(243) 

unassertiveness = assertiveness + ↑un+ 

Slides by Radu Soricut
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EvaluationUnsupervised Morphology Induction: Evaluation

Training Setup 

26

Language Train Set |Tokens| |V| |GVMorph| |DVMorph| 
EN Wiki-EN 1.1b 1.2m 780k 75,823

DE WMT-DE 1.2b 2.9m 3.7m 169,017

EN News-EN 120b 1.0m 2.9m 98,268

DE News-DE 20b 1.8m 6.7m 351,980La
rg
e

Sm
al
l

Slides by Radu Soricut
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Evaluation

System

RW-EN Testset

|Unembedded| Spearman ρ

Wiki-EN News-EN Wiki-EN News-EN

SkipGram 78 177 35.8 44.7

SkipGram+Morph 1 0 41.8 52.0

Unsupervised Morphology Induction: Evaluation

Evaluation on similarity datasets (RG-DE, RW-EN)

27

size: 2034 pairs 

impossibilities  unattainableness     8.8  
deregulating     liberation                8.0 
baseness           unworthiness          4.0 
transmigrating  born                        1.1

+9 +7

Slides by Radu Soricut
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EvaluationUnsupervised Morphology Induction: Evaluation

Evaluation on similarity datasets (RG-DE, RW-EN)

28

size: 65 pairs 

Edelstein          Juwel                     3.8 
Autogramm     Unterschrift            3.5 
Irrenhaus          Friedhof                 0.3 
Kraftfahrzeug   Magier                   0.0

System

RG-DE Testset

|Unembedded| Spearman ρ

WMT-DE News-DE WMT-DE News-DE

SkipGram 0 20 62.4 62.1

SkipGram+Morph 0 0 64.1 69.1
+0 +7

Slides by Radu Soricut
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ConclusionsConclusions

1. Method for inducing morphological transformations between words 
• from scratch, unsupervised, language agnostic 

2. Provides morphology-based structure over embedding spaces 

3. Provides high-quality embeddings for out-of-vocabulary and low-

count morphological variants

29Slides by Radu Soricut
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Compounds
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Motivation Splitting compounds by semantic analogy Computation and algorithm Evaluation

Compound induction from word embeddings

Paper: Splitting Compounds by Semantic Analogy
JoachimDaiber, Lautaro Quiroz, RogerWechsler and Stella Frank, DMTW
2015.

Question: Can we learn to split compounds using those sub-word
representations?
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Motivation Splitting compounds by semantic analogy Computation and algorithm Evaluation

Compounds in MT
Compound words...

▶ ... make life hard for standard NLP applications, incl. MT
▶ ... are often modeled with shallow information (e.g. Moses

frequency-based splitter)

Question: Can we use distributional semantics to do deeper
processing of compounds in a simple way?
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Splitting compounds for SMT
▶ Koehn and Knight (2003) showed PBMT systems can better deal with

compounds if they are split into their meaningful parts
▶ Difficulty: many possible splits, we need to choose the correct ones

190

Figure: Compound splitting example from Koehn and Knight (2003).
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Compounds and the semantic vector space
Semantic vector space

▶ Word embeddings saw surge of successful applications recently
▶ Basic idea: ”You shall know a word by the company it keeps”

− Words are mapped to vectors of real numbers in low dimensional space
− These vectors are estimated on large amounts of text data using a

neural network
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Compounds and the semantic vector space

(a) Compounds with same modifier. (b) Compounds with the same head.
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The analogy test

▶ We model compounds based on their modifiers
▶ Potential compound splits are judged by how similar they are to a set

of prototypical compounds for each modifier

Analogy test: Mauszeiger is to ZeigerwhatMausklick is to Klick?
(mouse pointer) (pointer) (mouse click) (click)
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Motivation Splitting compounds by semantic analogy Computation and algorithm Evaluation

Extracting potential compound splits
For all words in the vocabulary:

▶ Extract all possible string prefixes≥ 4:
Bundespräsident→ Bund, Bunde, Bundes, ...

▶ Judge each Modifier+Compound pair by how well it explains others
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Judging potential compound splits
All potential compounds with prefixMaus

Maus|zeiger
Maus|stämme
Maus|klick
Maus|hirn
Maus|tasten
Maus|ersatz
Maus|mutanten
Maus|knopf
Maus|steuerung
Maus|bewegung
Maus|gene
Maus|klicks
Maus|hirns

Maus|kostüm

Maus|zeiger

Maus|bedienung
Maus|hirnen

...
(up to 500)
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Judging potential compound splits
All potential compounds× All potential compounds
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...
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Maus|bewegung

Maus|ersatz

Maus|knopf

Maus|zeiger
Maus|hirnen

Maus|hirns

Maus|kostüm

Maus|mutanten

Maus|tasten

Maus|bedienung

Maus|steuerung

Maus|klick
Maus|hirn

Maus|stämme
Maus|zeiger

Maus|gene
Maus|klicks

...
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Judging potential compound splits

Maus|zeiger
Maus|stämme
Maus|klick
Maus|hirn

Maus|klick
Maus|hirn

Maus|stämme
Maus|zeiger

Perform analogy test: Mauszeiger is to ZeigerwhatMausklick is to Klick?
(mouse pointer) (pointer) (mouse click) (click)
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Computational considerations

▶ Analogy test is expensive!
▶ True and predicted vectors:

− vMausklick

− v̂Mausklick = Mauszeiger − Zeiger + Klick

▶ Two evaluation functions: Rank and Cosine
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Computational considerations

▶ Exact but slow implementation:

Rank(vcmpd, v̂cmpd) = Rank of vcmpd in arg sort
w∈V

[
Cosine (vw, v̂cmpd)

]
▶ Approximate but fast implementation:

− Approximate k-nearest neighbor search
− We use the Spotify Annoy library (C++) to perform the search

▶ Maus|zeiger explainsMaus|klick IFF

Rank(vcmpd, v̂cmpd) < 100 AND Cosine(vcmpd, v̂cmpd) > 0.5
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Prototypes
Compounds that are good examples of a compound modifier.

▶ These are best at explaining other similar modifier+compound pairs
▶ We call this set the modifier’s prototypes
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Extracting prototypes

Maus|zeiger

Maus|hirn

Maus|ersatz

Maus|knopf
Maus|steuerung

Maus|hirns

Maus|kostüm

Maus|zeiger

Maus|klicks

Maus|klick

Maus|bewegung

Maus|tasten

Maus|stämme

Maus|hirnen

Maus|mutanten

Maus|gene

Maus|bedienung

...
(up to 500)

Maus|bewegung

Maus|klick

Maus|klicks

Maus|tasten

Maus|hirnen

Maus|mutanten

Maus|gene

Maus|stämme

Maus|hirn

Maus|ersatz

Maus|zeiger

Maus|knopf

Maus|zeiger
Maus|hirns

Maus|kostüm

Maus|bedienung

Maus|steuerung

...
(up to 500)
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Extracted prototypes forMaus-

Prototype Evidence words

v-Zeiger -Bewegung -Klicks -Klick -Tasten -Zeiger
v-Stämme -Mutanten -Gene -Hirnen -Stämme
v-Kostüm -Knopf -Hirn -Hirns -Kostüm
v-Steuerung -Ersatz -Bedienung -Steuerung
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Compound splitting: Mausmutation

Mausmutation

▶ We start from the left...
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Compound splitting: Mausmutation

Mausmutation
−−→

▶ Do I know the modifierMaus? Yes!
Prototypes:
− -Zeiger
− -Stämme ✓ →Mausmutation is toMutationwhatMausstämme is to Stämme.

− -Kostüm
− -Steuerung
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Compound splitting: Mausmutation

Mausmutation

▶ And so on...
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Compound splitting: Mausmutation

Maus|mutation

▶ The prototype with the highest score will be our split!
▶ Recurse...
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Compound splitting: Plantage

Plantage

▶ Let’s try another example...
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Compound splitting: Plantage

Plantage

▶ No compound split!
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Intrinsic evaluation
▶ Evaluation on human-annotated dataset (Henrich and Hinrichs, 2011)

− ~50k compounds
− only binary splits

▶ Baseline: Frequency-based Moses compound splitter (Koehn and
Knight, 2003)

▶ We evaluate:

− Accuracy: |correct splits|
|compounds|

− Coverage: |compounds split|
|compounds|
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Intrinsic evaluation

2 3 4 5
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Acc. This work Acc. Freq.-based splitter
Cov. This work Cov. Freq.-based splitter
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Machine translation experiments (German to English)

(a) No comp. splitting (b) Rare: c(w) < 20 (c) All words

Splits BLEU MTR Splits BLEU MTR Splits BLEU MTR

Moses splitter 0 17.6 25.5 231 17.6 25.7 244 17.9 25.8A

This work 744 18.2ABC 26.1ABC 1616 17.7 26.3A

A Stat. sign. against (a) at p < 0.05 B Stat. sign. against Moses splitter at same c(w) at p < 0.05
C Stat. sign. against best Moses splitter (c) at p < 0.05
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Conclusion

▶ Regularities in semantic vector space can be used to model
composition of compounds

▶ We can extract modifiers and prototypes (Soricut and Och, 2015)
▶ Compound splitting algorithm:

− Good intrinsic performance on gold standard
− Improved translation quality (standard PBMT setup)
− Especially adept at splitting highly ambiguous compounds

43/57



Introduction Morphology Induction Compounds Morphology and Syntax

Intuition Compounds Particle verbs Method Experiments Conclusion

Morphology and Syntax
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Joint modeling of morphology and syntax

Paper: A Joint Dependency Model of Morphological and Syntactic
Structure for Statistical Machine Translation.
Rico Sennrich and Barry Haddow, EMNLP 2015.
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Joint modeling of morphology and syntax

▶ Languages may differ in degree of morphological synthesis
▶ Syntactic structure in one language→morph. structure in another
▶ Flat structure is not enough!

− hierarchical structure between morphemes
− morphosyntactic constraints
− selectional preferences

▶ Hence: dependency representation of compounds and particle verbs
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Compounds

▶ Head-final in Germanic languages
▶ Head determines:

− agreement in phrase
− selectional preferences for verbs
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Compounds

sie erheben eine Hand|gepäck|gebühr

they charge a carry-on bag fee

Mittwoch, 27. April 16

Agreement: case, number, gender
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Particle verbs

A Joint Dependency Model of Morphological and Syntactic Structure for
Statistical Machine Translation

Rico Sennrich and Barry Haddow
School of Informatics, University of Edinburgh

rico.sennrich@ed.ac.uk, bhaddow@inf.ed.ac.uk

Abstract

When translating between two languages
that differ in their degree of morpholog-
ical synthesis, syntactic structures in one
language may be realized as morphologi-
cal structures in the other, and SMT mod-
els need a mechanism to learn such trans-
lations. Prior work has used morpheme
splitting with flat representations that do
not encode the hierarchical structure be-
tween morphemes, but this structure is rel-
evant for learning morphosyntactic con-
straints and selectional preferences. We
propose to model syntactic and morpho-
logical structure jointly in a dependency
translation model, allowing the system
to generalize to the level of morphemes.
We present a dependency representation
of German compounds and particle verbs
that results in improvements in transla-
tion quality of 1.4–1.8 BLEU in the WMT
English–German translation task.

1 Introduction

When translating between two languages that dif-
fer in their degree of morphological synthesis,
syntactic structures in one language may be re-
alized as morphological structures in the other.
Machine Translation models that treat words as
atomic units have poor learning capabilities for
such translation units, and morphological segmen-
tations are commonly used (Koehn and Knight,
2003). Like words in a sentence, the morphemes
of a word have a hierarchical structure that is rel-
evant in translation. For instance, compounds in
Germanic languages are head-final, and the head is
the segment that determines agreement within the
noun phrase, and is relevant for selectional prefer-
ences of verbs.

1. sie erheben eine Hand|gepäck|gebühr.

function/postion English/German example

finite (main) he walks away quickly
er geht schnell weg

finite (sub.) [...] because he walks away quickly
[...] weil er schnell weggeht

bare infinitive he can walk away quickly
er kann schnell weggehen

to/zu-infinitive he promises to walk away quickly
er verspricht, schnell wegzugehen

Table 1: Surface realizations of particle verb
weggehen ’walk away’.

they charge a carry-on bag fee.

In example 1, agreement in case, number and
gender is enforced between eine ’a’ and Gebühr
’fee’, and selectional preference between erheben
’charge’ and Gebühr ’fee’. A flat representation,
as is common in phrase-based SMT, does not en-
code these relationships, but a dependency repre-
sentation does so through dependency links.

In this paper, we investigate a dependency rep-
resentation of morphologically segmented words
for SMT. Our representation encodes syntactic and
morphological structure jointly, allowing a single
model to learn the translation of both. Specifi-
cally, we work with a string-to-tree model with
GHKM-style rules (Galley et al., 2006), and a
relational dependency language model (Sennrich,
2015). We focus on the representation of German
syntax and morphology in an English-to-German
system, and two morphologically complex word
classes in German that are challenging for transla-
tion, compounds and particle verbs.

German makes heavy use of compounding, and
compounds such as Abwasserbehandlungsanlage
‘waste water treatment plant’ are translated into
complex noun phrases in other languages, such as
French station d’épuration des eaux résiduaires.

German particle verbs are difficult to model be-
cause their surface realization differs depending
on the finiteness of the verb and the type of clause.
Verb particles are separated from the finite verb in
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Compound representation

▶ Split compounds and verbs using finite state morphology + statistical
corpus evidence

▶ Noun and adjective compounds
▶ Compound representation

− left-branching
− head of compound→ head in dep. tree
− bigram dependency LM can enforce agreement
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Compound representation

main clauses, but prefixed to the verb in subordi-
nated clauses, or when the verb is non-finite. The
infinitive marker zu ’to’, which is normally a pre-
modifying particle, appears as an infix in particle
verbs. Table 1 shows an illustrating example.

2 A Dependency Representation of
Compounds and Particle Verbs

The main focus of research on compound split-
ting has been on the splitting algorithm (Popovic
et al., 2006; Nießen and Ney, 2000; Weller et al.,
2014; Macherey et al., 2011). Our focus is not the
splitting algorithm, but the representation of com-
pounds. For splitting, we use an approach simi-
lar to (Fritzinger and Fraser, 2010), with segmen-
tation candidates identified by a finite-state mor-
phology (Schmid et al., 2004; Sennrich and Kunz,
2014), and statistical evidence from the training
corpus to select a split (Koehn and Knight, 2003).

German compounds are head-final, and pre-
modifiers can be added recursively. Compounds
are structurally ambiguous if there is more than
one modifier. Consider the distinction between
(Stadtteil)projekt (literally: ’(city part) project)’)
and Stadt(teilprojekt) ’city sub-project’. We opt
for a left-branching representation by default.1 We
also split linking elements, and represent them as
a postmodifier of each non-final segment, includ-
ing the empty string ("✏"). We use the same repre-
sentation for noun compounds and adjective com-
pounds.

An example of the original2 and the proposed
compound representation is shown in Figure 1.
Importantly, the head of the compound is also
the parent of the determiners and attributes in
the noun phrase, which makes a bigram depen-
dency language model sufficient to enforce agree-
ment. Since we model morphosyntactic agree-
ment within the main translation step, and not in
a separate step as in (Fraser et al., 2012), we deem
it useful that inflection is marked at the head of
the compound. Consequently, we do not split off
inflectional or derivational morphemes.

For German particle verbs, we define a common
representation that abstracts away from the vari-
ous surface realizations (see Table 1). Separated

1We follow prior work in leaving frequent words or sub-
words unsplit, which has a disambiguating effect. With more
aggressive splitting, frequency information could be used for
the structural disambiguation of internal structure.

2The original dependency trees follow the annotation
guidelines by Foth (2005).

sie erheben eine Handgepäckgebühr
PPER VVFIN ART NN
they charge a carry-on bag fee

root obja

subj
det

sie erheben eine Hand ✏ gepäck ✏ gebühr
PPER VVFIN ART SEG LN SEG LN SEG
they charge a carry-on bag fee

root

obja

subj

det

mod
link

mod

link

Figure 1: Original and proposed representation of
German compound.

er verspricht , schnell wegzugehen
PPER VVFIN $, ADJD VVIZU

he promises to go away quickly

root

subj

obji
comma

adv

er verspricht , schnell zu weg gehen
PPER VVFIN $, ADJD PTKZU PTKVZ VVINF

he promises to go away quickly

root

subj

obji
comma

adv

part

avz

Figure 2: Original and proposed representation of
German particle verb with infixed zu-marker.

verb particles are reordered to be the closest pre-
modifier of the verb. Prefixed particles and the zu-
infix are identified by the finite-state-morphology,
and split from the verb so that the particle is
the closest, the zu marker the next-closest pre-
modifier of the verb, as shown in Figure 2. Agree-
ment, selectional preferences, and other phenom-
ena involve the verb and its dependents, and the
proposed representation retains these dependency
links, but reduces data sparsity from affixation and
avoids discontinuity of the verb and its particle.

3 Tree Binarization

We follow Williams et al. (2014) and map de-
pendency trees into a constituency representation,
which allows for the extraction of GHKM-style
translation rules (Galley et al., 2006). This con-
version is lossless, and we can still apply a de-
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Particle verb representation

▶ Representation abstracts away from surface realization
▶ Verb particle reordered to be closest pre modifer to verb
▶ Dependency links allow enforcement of agreement
▶ Reduces data sparsity
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Particle verb representation

main clauses, but prefixed to the verb in subordi-
nated clauses, or when the verb is non-finite. The
infinitive marker zu ’to’, which is normally a pre-
modifying particle, appears as an infix in particle
verbs. Table 1 shows an illustrating example.

2 A Dependency Representation of
Compounds and Particle Verbs

The main focus of research on compound split-
ting has been on the splitting algorithm (Popovic
et al., 2006; Nießen and Ney, 2000; Weller et al.,
2014; Macherey et al., 2011). Our focus is not the
splitting algorithm, but the representation of com-
pounds. For splitting, we use an approach simi-
lar to (Fritzinger and Fraser, 2010), with segmen-
tation candidates identified by a finite-state mor-
phology (Schmid et al., 2004; Sennrich and Kunz,
2014), and statistical evidence from the training
corpus to select a split (Koehn and Knight, 2003).

German compounds are head-final, and pre-
modifiers can be added recursively. Compounds
are structurally ambiguous if there is more than
one modifier. Consider the distinction between
(Stadtteil)projekt (literally: ’(city part) project)’)
and Stadt(teilprojekt) ’city sub-project’. We opt
for a left-branching representation by default.1 We
also split linking elements, and represent them as
a postmodifier of each non-final segment, includ-
ing the empty string ("✏"). We use the same repre-
sentation for noun compounds and adjective com-
pounds.

An example of the original2 and the proposed
compound representation is shown in Figure 1.
Importantly, the head of the compound is also
the parent of the determiners and attributes in
the noun phrase, which makes a bigram depen-
dency language model sufficient to enforce agree-
ment. Since we model morphosyntactic agree-
ment within the main translation step, and not in
a separate step as in (Fraser et al., 2012), we deem
it useful that inflection is marked at the head of
the compound. Consequently, we do not split off
inflectional or derivational morphemes.

For German particle verbs, we define a common
representation that abstracts away from the vari-
ous surface realizations (see Table 1). Separated

1We follow prior work in leaving frequent words or sub-
words unsplit, which has a disambiguating effect. With more
aggressive splitting, frequency information could be used for
the structural disambiguation of internal structure.

2The original dependency trees follow the annotation
guidelines by Foth (2005).
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PPER VVFIN ART NN
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Figure 2: Original and proposed representation of
German particle verb with infixed zu-marker.

verb particles are reordered to be the closest pre-
modifier of the verb. Prefixed particles and the zu-
infix are identified by the finite-state-morphology,
and split from the verb so that the particle is
the closest, the zu marker the next-closest pre-
modifier of the verb, as shown in Figure 2. Agree-
ment, selectional preferences, and other phenom-
ena involve the verb and its dependents, and the
proposed representation retains these dependency
links, but reduces data sparsity from affixation and
avoids discontinuity of the verb and its particle.

3 Tree Binarization

We follow Williams et al. (2014) and map de-
pendency trees into a constituency representation,
which allows for the extraction of GHKM-style
translation rules (Galley et al., 2006). This con-
version is lossless, and we can still apply a de-
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Some technicalities

▶ Dependencies are converted into constituents
▶ Dependency language model
▶ The model should

− produce new words
− memorize observed words

→ compounds need to be constituent
→ some binarization required
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Translation

▶ String-to-tree model
▶ Restoring the target sentence:

− start from tree output
− merge compounds: concatenate
− merge particle verbs: apply simple rules

▶ Experiments English→German
▶ Compounds split if occurred < 5 times
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Results

particle moved to the right clause bracket.5

Previous work on particle verb translation into
German proposed to predict the position of parti-
cles with an n-gram language model (Nießen and
Ney, 2001). Our rules have the advantage that they
are informed by the syntax of the sentence and
consider the finiteness of the verb.

Our rules only produce projective trees. Verb
particles may also appear in positions that violate
projectivity, and we leave it to future research to
determine if our limitation to projective trees af-
fects translation quality, and how to produce non-
projective trees.

5 SMT experiments

5.1 Data and Models

We train English–German string-to-tree SMT sys-
tems on the training data of the shared transla-
tion task of the Workshop on Statistical Machine
Translation (WMT) 2015. The data set consists of
4.2 million sentence pairs of parallel data, and 160
million sentences of monolingual German data.

We base our systems on that of Williams et
al. (2014). It is a string-to-tree GHKM transla-
tion system implemented in Moses (Koehn et al.,
2007), and using the dependency annotation by
ParZu (Sennrich et al., 2013). Additionally, our
baseline system contains a dependency language
model (RDLM) (Sennrich, 2015), trained on the
target-side of the parallel training data.

We report case-sensitive BLEU scores on the
newstest2014/5 test sets from WMT, averaged
over 3 optimization runs of k-batch MIRA (Cherry
and Foster, 2012) on a subset of newstest2008-12.6

We split all particle verbs and hyphenated com-
pounds, but other compounds are only split if they
are rare (frequency in parallel text < 5).

For comparison with the state-of-the-art, we
train a full system on our restructured representa-
tion, which incorporates all models and settings of
our WMT 2015 submission system (Williams et
al., 2015).7 Note that our WMT 2015 submission

5We use the last position in the clause as default location,
but put the particle before any subordinated and coordinated
clauses, which occur in the Nachfeld (the ‘final field’ in topo-
logical field theory).

6We use mteval-v13a.pl for comparability to official
WMT results; all significance values reported are obtained
with MultEval (Clark et al., 2011).

7In contrast to our other systems in this paper, RDLM is
trained on all monolingual data for the full system, and two
models are added: a 5-gram Neural Network language model

system newstest2014 newstest2015
baseline 20.7 22.0
+split compounds 21.3 22.4
+particle verbs 21.4 22.8
head binarization 20.9 22.7
+split compounds 22.0 23.4
+particle verbs 22.1 23.8
full system 22.6 24.4

Table 2: English–German translation results
(BLEU). Average of three optimization runs.

system compound particle verb
sep. pref. zu-infix

reference 2841 553 1195 176
baseline 845 96 847 71
+head binarization 798 157 858 106
+split compounds 1850 160 877 94
+particle verbs 1992 333 953 169

Table 3: Number of compounds [that would be
split by compound splitter] and particle verbs
(separated, prefixed and with zu-infix) in new-
stest2014/5. Average of three optimization runs.

uses the dependency representation of compounds
and tree binarization introduced in this paper; we
achieve additional gains over the submission sys-
tem through particle verb restructuring.

5.2 SMT Results

Table 2 shows translation quality (BLEU) with dif-
ferent representations of German compounds and
particle verbs. Head binarization not only yields
improvements over the baseline, but also allows
for larger gains from morphological segmenta-
tion. We attribute this to the fact that full com-
pounds, and prefixed particle verbs, are not al-
ways a constituent in the segmented representa-
tion, and that binarization compensates this the-
oretical drawback.

With head binarization, we find substantial im-
provements from compound splitting of 0.7–1.1
BLEU. On newstest2014, the improvement is
almost twice of that reported in related work
(Williams et al., 2014), which also uses a hier-
archical representation of compounds, albeit one
that does not allow for dependency modelling.
Examples of correct, unseen compounds gener-
ated include Staubsauger|roboter ’vacuum cleaner
robot’, Gravitation|s|wellen ’gravitational waves’,
and NPD|-|verbot|s|verfahren ’NPD banning pro-
cess’.8

(Vaswani et al., 2013), and soft source-syntactic constraints
(Huck et al., 2014).

8Note that Staubsauger, despite being a compound, is not

▶ Head binarization matters
▶ Examples:

− Staub|sauger|roboter
− Gravitation|s|wellen
− NPD|-|Verbot|s|verfahren
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Conclusion

▶ Both particle verb and compound processing helps
▶ But: particle verbs are rarer!

Question: Does the new representation help in agreement?
▶ Test 200 rare compound
▶ Artificially introduce agreement errors
▶ Original representation accuracy (dep. LM): 55%
▶ New representation accuracy (dep. LM): 96.5%
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Thank You!

Any questions?
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